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Are statistical methods useful in distinguishing written language from non-linguistic symbol systems? Some recent papers in Science (1) and the Proceedings of the Royal Society (2) have claimed so.

Using a larger set of non-linguistic and comparison linguistic corpora than were used in these and other previous papers, I show that none of the previous proposed methods are useful as published. However, one of the measures proposed in (2) (with a different cutoff value), as well as a novel measure based on repetition, turn out to be good measures for classifying symbol systems into the two categories. For the two ancient symbol systems of interest to (1) and (2) —
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the Indus Valley “script” and Pictish symbols, respectively, both of these measures classify them as non-linguistic, contradicting the findings of that previous work.

Introduction

One of the defining habits of human beings is the use of visual marks to convey information. People of all cultures have been communicating with symbols etched on stone, pottery, brick, wood, preparations of leaves, and many other materials for thousands of years. Many different types of information can be represented with symbols. Familiar systems such as traffic signs, written music or mathematical symbols represent information relevant to those domains. In cases like these the information conveyed does not depend upon reference to any specific language: for example most traffic signs are intended to be “readable” in any language. Thus in such cases the information conveyed is non-linguistic. One special type of symbol system represents linguistic information — phonological segments, syllables, morphemes or in some cases words: this latter type of linguistic symbol system we call writing, and the regular use of such a system defines a literate culture (3). The first literate cultures for which we have clear evidence arose about 5,000 years ago in Mesopotamia and at roughly the same time in Egypt (4).

Given this definition, the distinction between linguistic and non-linguistic systems may seem a clear one, but of course the definition presumes one knows what the symbols denote. In the case of an ancient culture that left behind “texts” consisting of otherwise unknown sym-
bols, the default situation is that one does not know what the symbols mean. Two examples of such cultures are the 3rd millenium BCE Indus Valley culture (5, 6), and the Pictish culture of Iron Age Scotland (7). In both cultures one finds texts consisting of one or more pictographic symbols. The fact that the symbols are pictographic is of no importance to their status, since all ancient writing systems are also pictographic. The traditional assumptions about these systems — that the Indus symbols were writing, and that the Pictish were probably not — are also of no importance.

One might therefore be tempted to ask if the statistical distribution of symbols in linguistic systems has some sort of "signature" that can distinguish these systems from non-linguistic systems. Indeed, just such a claim has been made in recent papers by Rajesh Rao and colleagues (1, 8) for the Indus Valley symbols, and Rob Lee and colleagues (2) for Pictish symbols. Both of these strands of work make use of the information-theoretic measure of entropy (9): in the case of Rao et al’s work either conditional entropy or what Rao terms “block entropy”; in the case of Lee et al’s work a more complex set of measures which include conditional entropy as one of the terms. In both cases the results seem to suggest that the symbol systems of interest behave more like linguistic systems than they do like the handful of non-linguistic systems that the authors compared them to. Lee et al interpret their method as discriminative in that they claim to have found a technique that can classify an unknown system as either non-linguistic or as one of a set of defined types of linguistic system. Rao and colleagues (1, 8) on the other hand interpret their method as “inductive”: the entropic values for the Indus symbols do not demonstrate that the system was writing, but if you assume that the system was writing, then it
follows that the entropic values should look like those of known writing systems, which is what they claim to have found.

In this paper we show that none of these approaches work when one compares a larger and more balanced set of non-linguistic systems drawn from a range of cultures and eras. Our non-linguistic corpora, detailed in S1, S2, comprise: Vinča symbols (10), Pictish symbols (7, 11–14), Mesopotamian deity symbols (kudurrus (15–17)), Totem Poles (18–29), Pennsylvania German barn stars (“hex signs” (30–32)), sequences of five-day forecast icons from the Weather Underground, and individual Unicode code points in a corpus of Asian emoticons. We also included a small corpus of Indus Valley bar seal texts — a subset of the texts that Rao and colleagues had at their disposal — developed as part of earlier work.

We compared these seven systems with fourteen writing systems coded as indicated in parentheses: Amharic (syllables), Arabic (letters), Chinese (characters), Ancient Chinese Oracle Bone texts (characters), Egyptian (glyphs), English (letters), Hindi (letters), Korean (coded two ways: syllables and letters), Mycenaean Greek (Linear B – syllables), Malayalam (letters), Oriya (letters), Sumerian (glyphs), Tamil (letters). Again, details of these linguistic corpora can be found in S1.

Results

We computed both Rao et al’s (1) bigram conditional entropy and Rao’s (8) block entropy for our corpora (S1). For the block entropy, since Rao gave a reference to the exact method he
used (33), complete with a pointer to the MATLAB software and the parameter settings, it is possible to produce plots that are directly comparable to his. These, side by side with Rao’s plot, are given in Figures 1 and 2. Note that unlike Rao’s clean separation of linguistic and non-linguistic systems1 the true situation evidenced in 2 is much more messy. Linguistic (red) and non-linguistic (blue) systems are interleaved, with no clear pattern. A few points are worth noting. First of all note that kudurrus have relatively high entropy, which is surprising given that Rao in various publications (1, 34) has insisted that the entropy for kudurrus must be low. Second, our bar seal corpus (green) matches Rao’s Indus corpus (dark blue in his plot) very well; while they are not expected to be identical, given that the bar seals are a subset of Rao’s corpus, it would be surprising if they showed radically different behavior. Finally note that Ancient Chinese has a very low entropy, like Rao’s estimates for Fortran: this is not surprising given the repetitive nature of Oracle Bone texts, and it underscores the point that measures like entropy are highly sensitive to the kind of text being analyzed.

Lee and colleagues develop two measures, $U_r$ and and $C_r$, defined as follows. First, $U_r$ is defined as

$$U_r = \frac{F_2}{\log_2(N_d/N_u)},$$

where $F_2$ is the bigram entropy, $N_d$ is the number of bigram types and $N_u$ is the number of unigram types. $C_r$ is defined as

$$C_r = \frac{N_d}{N_u} + \alpha \frac{S_d}{T_d},$$

where $N_d$ and $N_u$ are as above, $\alpha$ is a constant (for which, in their experiments, they derive a value of 7, using cross-validation), $S_d$ is the number of bigrams that occur once and $T_d$ is the total number of bigram tokens. They use these two features to train a decision tree to classify symbol systems into four bins — non-linguistic, and three types of linguistic writing systems: if $C_r \geq 4.89$, the system is linguistic, and then depending on the value of $U_r$, the system is segmental ($U_r < 1.09$),
syllabic \( (U_r < 1.37) \) or else logographic. On the basis of that tree they classify Pictish as a linguistic system. The problem is that when we apply their system with their parameters to our non-linguistic corpora, it almost uniformly classifies them as linguistic. The classifications are as follows: Asian emoticons (linguistic: letters), Barn stars (linguistic: letters), Mesopotamian deity symbols (linguistic: syllables), Pictish symbols (linguistic: words), Totem poles (linguistic: words), Weather icon sequences (linguistic: letters), Vinča symbols (non-linguistic). Note that the Pictish symbols are classified as words, which replicates Lee et al’s conclusion.

We then considered other measures that might potentially distinguish linguistic from non-linguistic systems. One promising measure is the ratio of the number of symbols that repeat in a text and are adjacent to the symbol they repeat \((r)\), to the number of total repetitions in the text \((R)\) \((S1)\). This measure is by far the cleanest separator of our data into linguistic versus non-linguistic, with higher values for \(\frac{r}{R}\) (e.g. 0.85 for barn stars, 0.79 for weather icons, and 0.63 for totem poles), being nearly always associated with non-linguistic systems, and lower values (e.g. 0.048 for Ancient Chinese, 0.018 for Amharic or 0.0075 for Oriya) being associated with linguistic systems. If we set a value of \(\frac{r}{R} = 0.10\) as the boundary, only Sumerian and Mesopotamian deity symbols are clearly misclassified, while Asian emoticons and Egyptian are ambiguously on the border. Both Pictish \((\frac{r}{R} = 0.26)\) and Indus symbols \((\frac{r}{R} = 0.58)\) are solidly non-linguistic by this measure. The latter is particularly noteworthy in light of the discussion in \((35)\) that identified odd repetition patterns in the Indus corpus as problematic for the linguistic hypothesis. Note that the repetition measure correlates negatively with mean text length (Pearson’s \(r = -0.49\)). However the correlation is clearly not perfect and \(\frac{r}{R}\) still
contributes to a reasonable split between linguistic and non-linguistic corpora, even when we
artificially truncate the data to make the texts and corpus sizes more comparable as detailed in
S1.

Finally we trained classification and regression trees (36) with the above-discussed and other
measures in a series of experiments, holding out our Indus corpus, and then in a second set of
experiments the Pictish corpus. In both cases the vast majority of experimental runs — 98% and
97% respectively — classified these corpora as non-linguistic. See S1 for further details. The
features that were most often picked by the trees as discriminative were (not surprisingly) our $\frac{v}{R}$
repetition measure — and Lee and colleagues’ $C_r$. As we discussed above, Lee et al’s measures
perform very poorly on our non-linguistic corpora when used out of the box with their published
cutoff values. But $C_r$, with cutoff values retrained by the CART algorithm, actually turns out to
be a reasonable discriminator (though not as good as $\frac{v}{R}$). On the other hand, interestingly, $C_r$
also correlates positively with mean text length (Pearson’s $r = 0.4$, or $r = 0.72$ if we exclude
the Amharic data, which for some reason are an outlier).

It is clear from the above discussion that while $\frac{v}{R}$ and $C_r$ turn out to be useful all of the
methods as proposed in the previous literature fail as discriminative methods: for example, Lee
et al’s published decision tree misclassifies almost all of our non-linguistic systems as writing.
But what about Rao et al’s “inductive” interpretation? Again, in Rao’s view, the fact that the
entropy growth curves for the Indus Valley symbols fall into the same narrow band as linguistic
systems, serves as sort of “sanity check” on the hypothesis that the Indus signs were writing.
But what we have shown is that this narrow band of entropic growth curves is densely populated
by all sorts of symbol systems, both linguistic and non-linguistic; and among the non-linguistic
systems many that are clearly meaning-bearing. So the middle band of the entropy curves serves
equally well as a sanity check that one is dealing with a meaning bearing — but not necessarily
linguistic — symbol system. Since nobody has disputed that the Indus signs must have meant
something to the people that used them, this tells us nothing new.

The fact that mean text length seems to be a correlate of the two most discriminative mea-
ures we have found — \( \frac{r}{R} \) and \( C_r \) — is noteworthy insofar as our non-linguistic corpora do
tend to be shorter. This is not surprising since while a true writing system is expected to have
long texts (since language itself is theoretically unbounded in the length of utterances that can
be produced), there is no such \textit{a priori} expectation for non-linguistic systems. One of the prob-
lems for the thesis that the Indus symbols were a true writing system is the fact that all extant
texts are very short (35, 37): the longest text on a single surface is 17 glyphs long, which is
quite a bit shorter than our longest \textit{kudurru} text (39 glyphs, and indeed 19 out of our 69 \textit{kudurru}
texts are longer than the longest Indus text). As has been argued elsewhere (35), the so-called
“lost manuscript” hypothesis that states that longer texts were written on perishable materials,
all of which have been lost, seems questionable given the absence of other “markers” of literate
civilization (for example pens, styluses or ink pots). In any case the belief in the existence of
a large trove of now lost literary material in the Indus “script” must be taken as a mere act of
faith, in the absence of any substantive evidence for it.

The status of any ancient symbol system as a writing system must be supported by good em-
tirical evidence. As argued in (35) for the Indus Valley symbols in particular, good arguments
for the linguistic status would be a decipherment into one or more languages that succeeds in
convincing a wide body of scholars; the discovery of artifacts indicating an active culture of
literacy; or the discovery of a long text or a text that is bilingual with a known contemporaneous
writing system. These ought to count as minimal requirements for accepting the thesis that any
unknown ancient symbol system is writing.
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Figure 1: Block entropy estimates from (8) for a variety of linguistic systems, some non-linguistic systems, and the Indus corpus. Used with permission of the IEEE.
Figure 2: Block entropy values for our linguistic (red) and non-linguistic corpora (blue), and the Indus bar seal corpus (green).