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Abstract

Therehasbheena greatdealof work over the pastdecadeon

inferring semantidnformationfrom text corpora.This paper
is anotherinstanceof this kind of work, but is alsoslightly

differentin that we are interestednot in extracting seman-
tic information per se, but ratherreal-world knowledge. In

particular given a descriptionof a particularaction— e.g.
Johnwaseatingbreakfast— we wantto know whereJohnis

likely to be,whattime of dayit is, andsoforth. Humanson

hearingthis sentencevould form a mentalimagethatmakes
a lot of inferencesaboutthe ervironmentin which this ac-

tion occurs:they would probablyimaginesomeonan their

kitchenin the morning,perhapsn their dining room, seated
atatable,eatingameal.

We proposea methodthat makes use of Dunning’s likeli-
hoodratiosto extract from text corporastrongassociations
betweerparticularactionsandlocationsor timeswhenthose
actionsoccur We alsopresentan evaluationof the method.
Thecontext of thiswork is atext-to-sceneorversionsystem
calledWordsEye wherein orderto depictanactionsuchas
Johnwaseatingbreakfastit is desirableo make reasonable
inferencesaboutwhereandwhenthatactionis taking place
so that the resultingpictureis a reasonablenatchto one’s
mentalimageof theaction.

Keywords
Commonsenseknowledge;statisticalnaturallanguagepro-
cessingtext-to-scenecorversion.

INTRODUCTION

Therehasbeena greatdeal of work over the pastdecade
on inferring semantidnformationfrom text corpora;see[9,

8, 17, 18, 2, 19, 12, 13] for someexamples. This paperis

anotherinstanceof this kind of work, but is also slightly

differentin that we are interestednot in extracting seman-
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tic information per se, but ratherreal-world knowledge. In
particular given a descriptionof a particularaction— e.g.
Johnwaseatingbreakfast— we wantto know whereJohnis
likely to be,whattime of dayit is, andsoforth. Humanson
hearingthis sentencevould probablyform a mentalimage
of someonan their kitchen, perhapsin their dining room,
seatedatatable,eatinga mealin the morning. But notethat
the sentenceomits a lot of this information, and saysnoth-
ing explicit aboutthe location of the action, or the time of
day. Nonethelesspeoplewould usually make theseinfer-
encesaboutthe ervironmentin which the particularaction
occurs.

The contet of this work is a text-to-scenecorversionsys-
temcalledWordsEye which we describdan the next section.
Subsequensectionsdescribethe methodfor extractingin-

formationaboutthe ervironmentfrom text corpora,andan
evaluationof the method.

THE WORDSEYE SYSTEM

WordsEye[5] is a systemfor corverting from Englishtext

into three-dimensionafjraphicalsceneshat representhat
text. WordsEyeworks by performingsyntacticand seman-
tic analysison the input text, producinga descriptionof the

arrangemendf objectsin a scene.An imageis thengener

atedfrom this scenedescription. At the core of WordsEye
is the notion of a “pose”, which canbelooselydefinedasa

figure (e.g. a humanfigure)in a configurationsuggestie of

a particularaction. For examplea humanfigure holding an

objectin its handin athrowing positionwould be a posethat

suggestsactionssuchasthrow or toss Substitutingfor the

figure or the objectwill allow oneto depictdifferentstate-
ments,suchasJohnthrew the egg or Mary tossedthe small

toycar.

Thenaturallanguageeomponenin thecurrentincarnatiorof
WordsEyeis built in parton severalalreadyexisting compo-
nents,including Churchs[3] partof speechagger Collins’
head-dwenstochastigarsef4] andthe WordNetsemantic
hierarchy[7]. The parsedsentencas first corvertedinto a
dependeng representationThenlexical semanticrulesare
appliedto this dependengrepresentatioto derive the com-



Figure 1: Mary usesthe crossbow Sherides the horse by
the store. Thestore is underthelarge willow. Thesmallal-

losaurusis in front of the horse ThedinosaurfacesMary.

A giganticteacupis in front of the store. Thegiganticmush-
roomis in theteacup.Thecastleis to theright of the store.

ponentsof thesceneadescription.For instancetheverbthrow
invokes a semanticrule that constructsa scenecomponent
representingn action (ultimately mappedto a pose)where
the lefthandnounphrasedependentepresentsn actor, the
righthandnounphrasedependena patient,andsomedepen-
dentprepositionaphraseshe pathof thepatient! WordNet
is usedaspartof theimplementatiorof nounsemanticshoth
to derive appropriatesetsof objects(e.g.the vehiclewill get
all vehicle objectsby inheritancefrom WordNetsubclasses
suchascar, airplane, etc.);andin subsequenteferencaes-
olution (sothatonecanreferto, e.g.,anallosaurusandsub-
sequentlyusedinosaurto referto the previously evoked al-
losaurus).

The depictionmoduleof WordsEyeinterpretsthe scenede-
scriptionto producea setof low-level depictorsrepresent-
ing posesspatialrelations color attributesetc. Transduction
rules are appliedto resole conflicts and add implict con-
straints. The resultingdepictorsare thenused(while main-
taining constraintsjo manipulatethe 3D objectsthatconsti-
tute the final, renderable3D scene.An exampleof a fairly
complex sceneconstructedvith WordsEyeis shown in Fig-
urel.

Oneproblemthatarisesin sucha systems how to derivethe
largeamounif knowledgethatis neededn orderto giverea-
sonabledepictions. Supposd say: Johnwasdriving to the
store. In understandinghis sentencandvisualizingwhatit

meansa humanwould probablyassumehatJohnwasin the
driver’s seatof a car, on aroad, possiblypassingbuildings,
andsoforth. Many of theseinferencesaredefeasiblell can
easily cancelthe inferenceaboutthe road, for example,by

sayingJohnwasdriving to the store acrossthe muddyfield.

But without suchexplicit cancellationthe inferencesseem

1We have just startedinvestigatingthe useof FrameNe{10] for verbal
semantics.
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Figure 2: Johnwaseatingbreakfast. The light in the sky
comingthr oughthe window is morning light (thoughthat
may be hard to seein a black and white version).

fairly robust. To take anotherexample,if we sayJohnatehis

dinnerat 7, we assumehatit is 7 in the evening (possibly
neartwilight), thatheis in aroomsuchashis diningroomor

his kitchen(or possiblyin arestaurant)andthatheis seated
atatable. Or if Johnwas eatingbreakfast we would usu-
ally assumehatit is morning,andthatJohnis in hiskitchen

or dining room. SeeFigure2. Finally, if Johnis shoveling

snow it is probablywinter.

Someof this knowledgeis representeih WordsEyeaspart
of the word’s meaning.For example,the depictionphaseof
WordsEyeknows that for drive, the driver shouldbe using
somesort of vehicle,andwill selectan appropriatevehicle
andplacethedriverin the driver’s seat. But othercommon
senseknowledgeis moretenuoushinked: if Johnis wash-
ing his face,heis probablyin a bathroom but neednot be:
thereis nothingin the meaningof washface thatimpliesa
bathroom.

An importantproblemis how to acquirethis kind of knowl-
edge. One approachwould of coursebeto do it by hand,
possiblymakinguseof alreadyhand-huilt ontologiessuchas
Cyc [14], or Mikrokosmos[15]. In this paperwe explore
thealternatve of deriving this kind of informationfrom text
corpora?

The questionposedby this papercanthereforebe statedas
follows: if Johnis eatingdinner, canwe infer from text cor
porawhereheis andwhattime of dayit is? If Johnis raking
leaves,canwe infer from text corporawhatseasorit is and
whereheis likely to be?

METHOD
Thefirst stepinvolvescomputinga setof concordancdines
for termsthatcandenoteelementsf the setof interest.For

2We do not meanto imply, however, thathand-lilt ontologiessuchas
Cyc andstatisticalmethodssuchasthe oneproposechere,areat oddswith
one another Rather the two approachesomplementne another aswe
will suggestn thefinal section.



example,if oneisinterestedn actvitiesthatcantake placein
variousroomsof a house,onewould computeconcordance
linesfor termslik e kitchen living room dining room hall-
way, laundryroomandsoforth: so,for thekey wordkitchen
one would simply find all placesin a corpusthat have the
word kitchen andfor eachof these putputaline containing
the key word surroundedy wordsin a predeterminedvin-
dow of thatcorpuslocation.

We useda corpusof 415 million wordsof Englishtext, con-
sistingof aboutnineyearsof the AssociatedPressnenswire,
the Bible, the Brown corpus[11], Grolier's Encyclopedia
about70texts of variouskindspublishedoy HarperandRow,
about2.7 million wordsof psychiatrytexts, a corpusof short
movie synopsesand 62 million words of the Wall Street
Journal. Thetextsin this corpushadalreadybeenautomati-
cally taggedwith a partof speechtagger[3] andsothe con-
cordancelines also contain part of speechinformation for
eachword 3

Sampleconcordancdines for variousroomsfrom the 1996
AssociatedPressnavswire aregivenin Figure3. (Herewe
omit the part of speechinformation for readability) As
expected,the dataare noisy: for examplein the third line,
Kitchenis afamily namenotaroomin thehouse.Notethat
in theactualimplementationawindow of 40 wordson each
sideof thetargetis used widerthanwhatis shavn here.

Oncetheconcordancénesarecollected andaftersortingto
remove duplicategnewswiretext especiallycontainsalot of
repeatedstories)we extractverb-objecte.g. washface) and
verb-peposition-objecie.g. get into bed) tuples. Unlike
verbsalone, verb-agumenttuples of this kind are usually
pretty goodindicatorsof a particularaction. Thus,whereas
washis consistentwith mary actiities (e.g. washingone-
self, washingone’s car, washingclothes),a particularverb-
objectconstructiorsuchaswashclothesis usuallyindicative
of a particularactiity. In the presentsystem the tuplesare
extractedusing a simple matchingalgorithmthat looks for
verbal part-of-speectiagsandthensearche$or whatlooks
like the end of the following noun phrase,with a possible
interveningprepositiont Verb-objectandverb-preposition-
object tuples extractedfrom the concordancdines in Fig-
ure3 areshovnin Figure4.

Onceagainthedataarenoisy, andincludemisanalyseédidn’t
window) andcomplex nominalsthatarenotinstance®f verb-
objectconstructiongswimmingpool). Apartfrom misanaly-
sesof thetuples,onealsofindsmary instancesvherethetar-

gettermdoesnothave theintendeddenotationFor example,

3The concordancéself is computedusinga corpusencodingrepresen-
tation anda setof corpustools developedat AT&T, but this could just as
easily have beendonewith ary of a numberof other concordancingoft-
warepackages.

4Thisis currentlydonewith anadhocscript,thoughwe areinvestigating
using Cass[1], a robust chunk parser in the future. Note that while the
Collins parseris usedin theruntimeversionof WordsEyejt is far too slow
to useto parselarge amountsof text.

aconcordancdéine matchingkitchenwill notalwayshave to
do with kitchens.As we sav above, Kitchenmay be a fam-
ily name,but a morecommoninstances thatit is partof a
complex nominal,suchaskitchenknife. In suchinstanceshe
text is not generallytalking aboutkitchens,but ratherabout
kitchenknives,which canbeusedin roomsbesidesitchens.
To remove suchcaseswe filter the concordancdinesto re-
move the most frequentcollocations(for examplethe 200
mostfrequentones).

The next stepis to computethe associatiorbetweeneachof
the tuplesandthe targetterm, suchasthe nameof a room.
For this stagewe uselikelihood ratios[6, 16], which com-
putetherelative lik elihoodof two hypothesesoncerningwo
eventse; andes:

e Hypothesisl: p(ez|e1) = p = p(ea|—er)

e Hypothesi2: p(ez|e1) = p1 # p2 = p(ez|—e1)
Hypothesisl simply saysthat the probability of e; occur
ring givene; is indistinguishablérom the probability of e,
occurringgiven somethingotherthane,: i.e., the e, is not
particularlyexpectedor unexpectedgivene;. Hypothesi
says,in contrastthatthereis adifferencen expectationand
thates is dependentne;.

We canestimatethe probabilitiesp, p; andp, by the max-
imum lik elihood estimateas follows, wherec;, cs andcys
are,respectrely thefrequeng of e;, of e;, andof e; andes
cooccurringandN is thesizeof thecorpus:

p_C2 P _ C12

= Z,pp= —

N’ Cl,

P __C2—C12

g = ————
N—Cl

If we assume binomialdistribution
b(k;n,z) = ( Z ) z* (1 — g)(nh)

then the likelihoodsof the two hypothesesgiven the ob-
senedcountsey, es ande; o, canbecomputedas:

L(Hy) = b(c12; 1, p)b(cz — c12; N — ¢, p)
L(H;) = b(ci2;¢1,p1)b(ca — c12; N — c1,p2)

Thelog likelihoodratio for the two hypotheseshenreduces
asfollows:

L(H,)

L(H,)

logL(ci2,¢1,p) +logL(ca — c12, N — c1,p)
—logL(c12,¢1,p1) — logL(ca — c12, N — c1,p2)

logh = log

where:



anything else,herbooksareaboutmemories: kitchen memoriesparryard memoriesfamily memories
bothvideotapesndphotosof herin bathroomsand bedoom  andasksfor anunspecifiecamountof
will happerto Mr Tarkaniari, saidJack Kitchen , oneof theNCAA's lawyers
groundedor telling his parentshedidn’t openhis bedoom  window. He confessedn
gone replacedby a big housewith five bathmom andanindoorswimmingpool.
Theseconcchild wasbornina bedoom  of theirhomenearScottsdalafter Corvin
bedsin semiprivateroomsatoneendofa hallway  separatedrom the“older adult”
andthe couples 15-month-oldsonusea downstairs bedoom  thatliesin GraniteCity alongwith
of the halls,equippedvith microvavesandother  kitchen appliancesotallowedin individual rooms.

Figure 3: Sampleconcordancelines from the 1996AssociatedPress.

asks amount bedroom
happen to Tarkanian  kitchen
grounded parents bedroom
telling parents bedroom
didn’t window bedroom
replaced by house bathroom
swimming pool bathroom
born in home bedroom
use in City bedroom
lies in City bedroom
equipped with microwaves kitchen
allowed in rooms kitchen
Figure4: Someverb-argumentcombinationsextracted from Figure 3.
L(k,n,z) = zF(1 —2)"*k EVALUATION

Following [6, 16] we make useof the fact that —2log is
asymptoticallyy? distributed, and compute—2log), rather
thanjustiogA. In whatfollows we assumep valueof 0.05,
which hasa critical x2 valueof 3.84 for onedegreeof free-
dom. Thusary —2logX valueof 3.84 or above will becon-
sideredevidenceof association.

After thelikelihoodratiosfor eachtuple-termpair arecom-
puted,we thensortthe tuple-termpairs,andfilter to remove
thosethat are below the significancethreshold;in the pro-

cessof doing this, we alsolemmatizethe verb forms, or in

otherwordsreplaceinflectedverbs(e.g. eat9 by their base
forms(e.g. eaf). A sampleof the highestrankingtuple-term
associationss givenin Figure5. Again, thereis still noise,
including a misanalyzeccomplex nominal (dine roomfrom

diningroon), misparseaxampleqfindin Simpsorirom find

in Simpsors X) andsoforth.

The final stageis to filter the list for tuplesthat designate
reasonablelepictableactions. We do this by extractingac-

tivities from the setof sentencemputto the WordsEyesys-

tem;atthetime of writing this consisteaf 20K words(about
3,400sentences)\Wethenusetheseactiitiestofilter theraw

likelihood-ratio-orderetist. An exampleof a filteredlist is

shawvn in Figure 6. A similar examplefor timesof day is

shovnin Figure?.

Thesystemhasbeenevaluatedby humansubjectonits pre-

dictionsfor therooms seasonsandtimes of day in which

particularactionsor situationsoccur Clearly theseare not

the only things that one would like to infer abouta scene,
but they arethreefairly obviousones,andsene to give usa

metricfor evaluatingthe methodasawhole.

The testusedsentencesonstructedasedon verb-objector
verb-preposition-objedtiplesfrom thefinal filtered lists for
rooms, seasonandtimes, as describedn the last section.
This meantthat the systemwould be ableto predictan an-
swerfor atleastone of thesecateyoriesfor eachof the sen-
tencesput at the sametime therewasno guaranteghatthe
predictionwould be correct. This resultedin 106 sentences
fromwhich90wererandomlyselected Of these90, 30 were
submittedo thesystento labelthechoicedor thethreevari-
ableslisted above; 30 were givento a humanfor labeling;
and30— the“baseline”system— hadthe answerdabeled
randomly

Thethreesetsof judgmentsvererandomizedandpresented
via a web-basednterfaceto subjects,who were informed
that they were judging the outputof an automaticsystem;
subjectaverenotinformedthatsomesentencehadbeenla-
beledrandomly or thatsomehadbeenlabeledby a human.
(For thosewho areinterestedthe exactinstructionsgivento
subjectsareshowvn in the Appendix.)



306.585215 143 424 10227
196.753628 63 65 32243
150.457758 29 31 10227
137.680378 35 51 10227
117.189848 23 25 10227
109.719646 25 29 12457
107.275571 24 30 10227
100.616896 19 19 12457
96.602198 205 575 32243
79.429912 15 15 12457
76.659647 43 68 28224
61.528933 49 64 51214
61.103395 30 47 24842
61.067298 18 18 32243
58.542468 16 16 28224
54146381 18 21 24842
51.280771 21 54 10227
51.111709 26 28 51214
49.807875 10 10 14575
49.807875 10 10 14575
47564595 13 13 28224

dineroom diningroom
find in Simpson bedroom
senein room diningroom
designateareas diningroom
eatin room diningroom
washclothes laundryroom
cookonpremises diningroom
sellin America laundryroom
live room bedroom
cookappliances  laundryroom
kill people garage
sitattable kitchen

give birth bathroom
seesocks bedroom
rentvan garage
washhands bathroom
dinerooms diningroom
preparaneals kitchen
pushdown gantlet hallway
form gantlet hallway
carrybomb garage

Figure 5. Most likely actions associatedwith particular rooms. Columns represent,from left to right: the lik elihood
ratio; the frequencyof the tuple/tar get-term pair; the frequencyof the tuple; the fr equencyof the targetterm; the tuple;

and the targetterm.

Thefull setof choicesfor eachof the catagorieswereasfol-
lows:

Room: bedroomkitchen,laundryroom,living room, bath-
room, hallway, garage ANY, NONE OF ABOVE

Time of day: morning, midday afternoon,evening, night,
ANY

Season: winter, spring,summeyautumnANY

“ANY” indicateghatary of thechoicesvouldbeacceptable.
“NONE OF ABOVE", in the caseof rooms,indicatesthat
theactioncouldnot occurin ary of therooms;typically this
would be becauseheactionoccursoutside.

Theinterpretatiorof the subjectsjudgmentsareasfollows:

o If thepreselectedhoiceis left aloneit is assumedorrect

e If the preselectecthoiceis changedto “ANY”, it is as-
sumedthatthe preselectedhoicemaybe okay.

¢ If thepreselectedhoiceis changedo ary otherselection,
it is assumedo beincorrect

63 subjectsall employeesat AT&T Labs,participatedn the
experiment.Subjectsvererewardedwith a barof chocolate
of theirchoice.Resultsarepresentedh Tablel. In thistable,
“human” denoteghe 30 human-judgedentences:system”
the sentencesaggedby the system;and“baseline”theran-
domly tagged30 sentencesNote that sincewe aredealing

with threepredictionsn eachcasgroom,seasorandtime of
day),we have atotal of 90 judgmentgor eachof thehuman,
systemand baselineconditions. For eachconditionwe re-
porttotal errors,andreal errors, which areerrorswherethe
subjectchangedhe settingto somethingotherthan“ANY™.
Asindicatedin thetable,all differencedetweerthebaseline
andthe systemweresignificantat atleastthep < 0.01 level
on a two-samplet-test, exceptfor the real errorsfor times,
which weresignificantatthep < 0.05 level. All differences
betweerthehumanandthesystemweresignificantatatleast
thep < 0.01 level.

Sowhile thesystendoessignificantlybetterthantherandom
baselinejt alsodoessignificantlyworsethana human,and
thereis thusstill roomfor improvement.An interestinggen-
eral pointis thatthe strengthof the judgmentsseento vary
greatlyacrossthe threetypes— rooms,timesandseasons.
The subjectanarkedthe mosterrorsfor rooms,but fewer er-
rorsfor time of dayor seasonThis suggestshat,atleastfor
thekindsof actionsstudiedhere,gettingthelocationrightis
moreimportantthangettingthetime of dayor seasormight.

CONCLUSIONS & FUTURE WORK

The methodwe describein this paperis fully implemented
andformspartof the WordsEyesystem.While thetechnique
clearly works betterthana randomassignmenbf erviron-
mentalpropertiesit is still significantlyworsethanhuman
judgmentssoamajorcomponendf futurework will betry-
ing to closethis gap.We arealsoworking to expandthe cov-



92.282095 175 433 24730
73.256801 17 21 7906
51.118373 18 20 21056
35.438165 19 26 23479
34.289413 18 26 21056
30.699638 16 23 21056
16.510044 5 5 23479
16.107447 18 29 32408
14.545979 4 6 7906
14.284725 11 18 24730
13.490176 10 18 21056
13.286761 5 5 32408
12.792577 4 4 24730
11.718897 11 20 24730
10.559389 3 3 21056
10.329526 9 13 32408
9.594336 3 3 24730
9.594336 3 3 24730
8.774370 5 11 12756
8.495289 5 6 32408
8.240026 4 5 24730
8.177386 6 8 32408
7.971921 3 3 32408
7.945854 11 24 24730
7.945854 11 24 24730

liveroom bedroom
washclothes laundryroom
washhands bathroom
drive car garage
goto bathroom bathroom
brushteeth bathroom
runcar garage
washdishes kitchen
goto store laundryroom
gotobed bedroom
take shaver bathroom
seein kitchen kitchen
sitonsofa bedroom
sitonbed bedroom
sit ontoilet bathroom
sit attable kitchen
hold knife bedroom
climb overwall bedroom
sitonfloor hallway
make breakfist  kitchen
play guitar bedroom
eatmeal kitchen
cookmeal kitchen
leave house bedroom
knockondoor bedroom

Figure 6: Most lik ely actionsassociatedwith particular rooms,after filtering with tuples extracted fr om the WordsEye

input sentencesColumns areasin Figureb.

erageof the technique,in particularby investigatingother
(implicit) featuresof the ervironmentthat canbe predicted
by corpus-basethethods.

The evaluationof the systemreportedhere evaluatesonly

descriptiongor which the systemcanmalke a prediction:in

effect, then,we have consideredhe precisionof the method.
Whatwe do not have a measurdor at presents the recall,

or in otherwordsthe percentag®f sentence$or which one
oughtto make a prediction,but for whichwe do nothave the
datato do so. In futurework we hopeto be ableto saymore
aboutrecall,andproposemeasuresor evaluatingit.

Finally, the work reportedhereconsideronly classesf in-

formation— time of day, location, and so forth — which

wereselectedby hand. As reviewershave noted,andaswe

areaware, thisis notideal: onewould like to be ableto let

a methodlooseon a large text corpus,andhave it learnin-

terestingassociation®f all kinds, not just associationshat
we happenedo think of. At presenit is notclearhow to do

this. Onethingthatis clearis thatthemoreunconstrainethe
searchis, the more“sanity checks”will haveto bein place
to make surethatthe systemdoesnotlearnuseles®r absurd
associations.It is possible,as somereviewers have noted,
that large ontologiessuchas Cyc may be of usein filtering

moreabsurdassociations.
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APPENDIX: INSTRUCTIONS FOR THE RATING EXPERI-
MENT

You arehelpingus evaluatepartof onecomponentf a text-
to-scenecorversionsystem specificallya partthat attempts
to make some“commonsense’inferencesaboutsentences.

You will be presentedvith a list of 90 sentencesEachof
thesesentenceslescribessomeactionor situation. Associ-
atedwith eachsentencarethreesuggestiongor answergso
thefollowing questionsaboutthe sentence:

e Whatroomin a housedoesthe describedactionor situa-
tion occurin?

¢ At whattime of daydoesit occur?

e In whatseasordoesit occur?

The answershave beenprovided by anautomaticprocedure
thatattemptgo predicttheanswer®nthebasisof theactions
mentionedin the sentence.Your taskis to decideif these
predictionsarecorrect.Specifically:

o If the predictionis correct— i.e. accordswith your judg-
ment— thenleave the selectioralone.

e If thepredictionis clearlywrongthenchanget to what,in
your view, is the correctanswer

In eachcasethe correctansweris one of a selectedgroup
of answerdqe.g. for season:summer, winter, spring, au-
tumn), or ANY. ANY shouldbechoserif theactionor situ-
ationdoesnotseemto imply a particularlocationor time.

Theremay be someinstancesn which morethanone, but

not all of the answersare possible. For examplesomething
may be likely to take placeat ary time during the day; but

not at night. In suchcasesyou shouldbe lenientwith prese-
lectedanswerghatarein theacceptablset(i.e. don’'t change
the selection) but if the preselecteédnsweris notin theac-

ceptableset,thenchooseone member of the acceptableset
(ratherthan ANY) asyour answer For exampleif the pro-

vided answeris “night”, andthe activity couldtake placeat

ary time during the day (but not at night), thenselect,say

“afternoon”,or “morning”.

Forrooms thereis theadditionaloptionNONE OF ABOVE.
This shouldbe selectedf in yourview theactionor situation
mustoccuroutsideor in ary eventcannotbe in one of the
listedrooms.

Youshouldtry to baseyour judgmentsonwhatfirst comeso
mind, ratherthanon deepintrospection.For example,if the
sentencés

Johnis washinghis dog

andthefirst thing thatcomego mindis thathemustbein the
bathroomthenthatshouldbe consideredhe correctanswer
You may thenreasonthat perhapshe hasa tub of waterin
his living room, but you shouldavoid consideringhatasthe
correctanswer



